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THE EFFECT OF MONETARY CHANGES ON INTEREST
RATES: A BOX-JENKINS APPROACH

Houston H. Stokes and Hugh Neuburger*

1. Introduction

HE work of Friedman and Schwartz (1963).

has provided the impetus for much new re-
search in the field of monetary economics. A
subject upon which attention in this field has
focused is monetary effects on interest rates. The
difficulties that arise in identifying these effects
empirically prompted us to seek to identify them
in U.S. data for the period 1947 to 1978 using a
variety of Box-Jenkins techniques. These tech-
niques enable us to distinguish results showing
effects that theory leads us to expect from appar-
ently spurious results reflecting statistical prob-
lems.! Results obtained using several different
model estimation methods have been reported
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! In an earlier version of this paper using data on the com-
mercial paper interest rate, M2 and real M2 for the period
1875 to 1907, we obtained similar results to those reported
here. Helpful comments by a referee alerted us to potential
problems of interpretation resulting from seasonality correc-
tions of some subperiods of the money series made using a
two sided filter; it is possible that these corrections altered the
dynamic patterns found. Friedman and Schwartz (1963, p.
722) state that a rough seasonal correction was made in the
period August 1878 to August 1881 and that no correction was
made in the period June 1882 to June 1906. Private corre-
spondence with Anna Schwartz established that data without
these adjustments are not available. Further difficulties are
created by various ‘‘interpolation procedures’’ (Friedman
and Schwartz, 1970, p. 321) that were used to fill in gaps in
the data. We reluctantly came to the conclusion that ques-
tions raised about the M2 series for the period 1875 to 1907
might detract from the approach we are proposing. The pres-
ent paper avoids these problems because the M2 series for
the period 194711 to 197811 that has been used is not season-
ally adjusted. It appears that since the X-11 seasonality ad-
justment program incorporates a two sided filtering proce-
dure, series seasonally adjusted with this and similar tech-
niques should not be used to test for causality in the Granger
(1969) sense. Another problem discussed in recent work of
Auerbach and Rutner (1978) is the X-11 may put seasonality
in the data. It seems that the degree to which the dynamic
specification of macroeconomic models is an artifact of the
X-11 seasonal adjustment program or other two sided adjust-
ment techniques is a question that remains to be resolved.
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including cross correlations obtained using a one
filter prewhitening technique (Box and Jenkins,
1976) supplemented by a new diagnostic proce-
dure developed in this paper, cross correlations
obtained using a two filter prewhitening tech-
nique that is suitable for independence testing
(Haugh, 1976; Pierce and Haugh, 1977; and
Pierce, 1977) and Box-Jenkins transfer function
results obtained using maximum likelihood esti-
mation methods. These results are compared
with those obtained using other methods such as
cross correlations obtained without prewhitening
either of the series (Friedman and Schwartz,
1976; Cagan, 1972), regressions using pre-
whitened data (Granger, 1973), regression
coefficients obtained using raw data (Gibson,
1970b) and regression coefficients obtained from
applying generalized least squares where positive
and negative lags of the dependent variable are
included in the regression equation (Sims, 1972).
Rather than attempt to refine economic theory,
we seek to show that improving statistical meth-
ods is necessary if satisfactory tests of hypothe-
ses suggested by such theory are to be per-
formed. For this purpose we have investigated
the impact (short-run) effect of monetary aggre-
gates on interest rates, the liquidity effect, and a
more long-run effect, the income effect.?

The liquidity effect relates the rate of change in
the nominal money supply to the rate of change
in the interest rate or, alternatively, relates the
level of the nominal money supply to the level of
the interest rate.? In analyzing the long-run ef-
fects of monetary aggregates on interest rates, it

2 The effects of monetary variables, and indirectly, of price
expectations on interest rates were first studied by Fisher
(1896, 1907, 1930). More recent work includes that of Fried-
man (1961), Friedman and Schwartz (1963, 1976), Gibson and
Kaufman (1968), Gibson (1970a, 1970b, 1972), Tobin (1947,
1956) and Cagan (1965, 1972).

3 Gibson (1970b) and others have noted that what is called
the liquidity effect is actually one of the reduced forms of a
system of simultaneous equations that assumes money is the
only exogenous variable. The problem with this formulation
is that the money supply may not be exogenous, since it is
well known that a rise in interest rates will lead banks to
operate with lower reserve requirements as they increase
lending. We tested for this possibility noted by Gibson by
reversing the direction of the cross correlations.



MONETARY CHANGES AND INTEREST RATES

is necessary to distinguish between price or price
expectations effects (Fisher, 1896, 1907, 1930)
and income effects (Friedman and Schwartz,
1976; Gibson, 1970b; Cagan, 1972). The income
effect arises from the stimulation given the level
of income today by past increases in the money
supply. The results of this stimulation are an
increase in the demand for money and an in-
crease in the interest rate in the present period.*
If the economy is at or near full employment
when the nominal money supply is increased,
prices rather than real income will rise (with a
lag). The rise in prices will increase the nominal
demand for money and the interest rate.’ Since
analysis of the relationship of the nominal money
stock and the interest rate would not allow us to
distinguish between these two alternatives, we
have also reported results of tests using real
magnitudes so that this distinction can be made.

II. The Empirical Evidence
A. The Data

To insure that our results are comparable with
those of Cagan and with our previous unreported
results for the period 1875-1907, we have chosen
M2 as our nominal monetary series, M2 deflated
by the consumer price index (all items) as our
real monetary series and the commercial paper
interest rate as our interest series. All data have
been obtained from the Monthly National Bureau
of Economic Research (NBER) data bank for the
period 194711 to 197811

B. Difficulties in Analyzing the Relationship
between Two Series

One method to test whether an endogenous
variable y, is a function of present and lagged
values of an endogenous variable x,

e = flxe, Xees -+ - (1)

is to calculate a regression equation of the form

o Xek)s

4 Cagan (1972) suggests that the lag extends six months,
while Friedman (1961) and others find evidence of a longer
lag. Culbertson (1960), however, is not convinced that the lag
is nearly so long.

5 Fisher (1896, 1907, 1930) showed that the real rate of
interest plus the expected change in prices is equal to the
nominal rate of interest. This view suggests that as price
expectations rise, the nominal rate of interest will also rise.
Mundell (1963) notes, however, that the full rise in the nomi-
nal rate of interest will be damped by the fall in the real rate of
interest resulting from the expected change in prices.
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of (1) where y, is regressed on present and lagged
values of x,. While Gibson and others have em-
ployed this approach to measure the relationship
between interest rates and monetary aggregates,
such a procedure is usually hampered by severe
multicollinearity except in the unlikely case
where the x variable happens to be prewhitened
at the outset.® Although Gibson’s findings were
suggestive, almost all diagnostic checking of the
equations that was performed yielded very low
Durbin-Watson test statistics, a sign of serial cor-
relation of the residuals and a high degree of
multicollinearity between various lags of the x
variables.” Because of these difficulties and seri-
ous questions concerning the interpretation of
coefficient significance tests raised by Granger.
and Newbold (1974), the Gibson regression ap-
proach was not pursued here.

One way to avoid the difficulties of multicol-
linearity associated with a regression model of
the Gibson type would be to attempt multiple
correlation analysis (i.e., cross-correlation anal-
ysis). Although he had not obtained conclusive
results when the comment was made, Friedman
(1961) suggested just such an approach, noting
that cross-spectral analysis offers much promise.
While cross-correlation analysis does not en-
counter the multicollinearity problem that a re-
gression approach does, as we show later, unless
data are prewhitened cross correlation may eas-
ily yield spurious results. In the sections that
follow, we discuss the problems that arise if
neither of the two series is prewhitened or one of

6 See Gibson (1970b) and Cagan (1965) for evidence on the
relationship between interest rates and monetary aggregates
and Gibson (1970a) for evidence concerning interest rates and
price expectations.

7 In the period under study the autocorrelations of nominal
M2 and real M2, as measured by the modified Box-Pierce
statistic (Ljung and Box, 1976) for the first 24 autocorrela-
tions, showed very high levels of autocorrelation (7017.2 and
7850.8, respectively). Expressing these monetary aggregate
terms in percentage change form caused no improvement
since these statistics remained highly significant (1218.0 and
3993.1, respectively). When these four series were expressed
as first differences, the modified Box-Pierce statistics for first
differences of M2, real M2, percentage change in M2 and
percentage change in real M2 were 3257.8, 529.35, 81.09 and
98.82, respectively. Since the modified Box-Pierce statistic is
distributed as a chi-square statistic with 24 degrees of free-
dom, these results give some impression of the difficulty of
estimating an equation of the form of (1) in the presence of
such severe multicollinearity. Cagan (1972, p. 104) is well
aware of this problem, noting ‘‘With so many lagged terms,
the problem of collinearity among the independent variables
is a matter of concern.”
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the series is prewhitened or both of the series are
prewhitened. Our object is to show that it is
possible to develop diagnostic tests for the one
filter cross-correlation procedure and that the re-
sults obtained using this procedure are in many
cases more meaningful than results obtained
using the two filter procedure, especially if one
wishes to examine the functional form of the
model directly rather than to test for the inde-
pendence of the series.

C. Diagnostic Checking of One Filter Cross
Correlations

Box and Jenkins® have studied the problems of
cross correlating two data series when either or
both of the series are not white noise.® Their
results can be summarized by four propositions,
given two series x; and y, where both series have
been filtered by the same prewhitening filter.

a. If series x, and y, are related, and both x,
and y; are white noise, the cross correla-
tions of x; on y, and the correlations of y; on
x; will indicate the true relationship be-
tween the series.

b. If x, and y, are not related and if one series
(say x;) is white noise and the other series
(say y;) is not white noise, then ‘‘in this
case the cross correlations have the same
autocorrelation function as the process
generating y,. Thus, even though x; and y,
are not cross correlated, the cross-
correlation function can be expected to
vary about zero with standard deviation
(n — k)t in a systematic pattern typical of
the behavior of the autocorrelation function
Py (7)1

c. “‘If two processes are both white noise and
are not cross correlated, then the covari-
ance between the cross correlations will be
zero.”’

8 See Box and Jenkins (1976), particularly p. 377.

® Nelson defines white noise as ‘‘a sequence of identically
and independently distributed random disturbances with
mean zero and variance o,2.’" See Nelson (1973, p. 31).

10 Box and Jenkins (1976, p. 377) with notational changes.
If p,, (j) is the autocorrelation of series y,, j periods apart, and
ryy(k) is the cross correlation of series x; and y,, k periods
apart, Box and Jenkins have proved that

plrey(k), ray(k + )] = Py, ()

where the first term refers to the autocorrelations of the cross
correlations j periods apart.
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d. If two series are cross correlated and
neither series is white noise, then it is im-
possible to distinguish between true cross
correlations and spurious results arising
from autocorrelations left in the two series.

Proposition d is especially relevant to an inves-
tigation of the problem at hand because it states
that when neither series is white noise one can-
not distinguish between spurious and non-
spurious cross correlations.!! Hence cross corre-
lations between lagged monetary variables and
interest rates reported by Cagan (1972), Fried-
man and Schwartz (1976) and others raise seri-
ous problems of interpretation. As we will show
later empirically, if there is a relationship be-
tween two series lagged k periods and if the
series that are cross correlated are themselves
autocorrelated, there will be relatively large
cross correlations plus or minus a number of
periods about the k period lag and there may
be hard-to-identify spurious cross-correlation
spikes at other lags as well.

Proposition b, upon which we base our diag-
nostic checking procedure, states that assuming
X, is a white noise series (i.e., prewhitened) and
¥, is not a white noise series, if there is no rela-
tionship between x; and y,, then the autocorrela-
tions of the cross correlations will be similar to
the autocorrelations of the not completely pre-
whitened series y,. Leaving to be explained in the
next section why the cross correlations obtained
using the one filter procedure will approximate
the impulse response function between the two
series (Box and Jenkins, 1976), we outline our

‘proposed diagnostic procedure based on the

above four propositions.

1. First, an autoregressive integrated moving
average (ARIMA) model is identified and
estimated to reduce the original x series to
white noise (as measured by the Ljung-Box
(1976) modified Q-statistic).!2

1 Proposition d indicates the difficulty of interpreting cross
correlations of unfiltered data. Even if the autocorrelations of
the two series were known, it would not be much help be-
cause the cross correlations that these autocorrelations gen-
erate would depend upon complicated interaction effects. See
Box and Jenkins (1976).

12 To test whether a series is prewhitened, we have used
the modified Q-statistic, which is distributed as a chi-square
statistic with K — R degrees of freedom where K is the
number of autocorrelations in the statistic and R is the num-
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2. Next, the x series filter is used to ‘‘filter”’
the y series and the autocorrelations of this
new y series are calculated (the x series
filter, however, will usually not prewhiten
the y series entirely, in which case the diag-
nostic checks described in step 4 below are
needed).

3. Two sets of cross correlations are calcu-
lated, one relating filtered y, to present and
past values of prewhitened x, and one relat-
ing prewhitened x, to present and past val-
ues of filtered y,.

4. The two vectors of cross correlations are
then individually autocorrelated and these

" two sets of autocorrelations are compared
separately to the autocorrelations of the not
completely prewhitened y, series. A diag-
nostic test statistic can be calculated to test
whether the two vectors of autocorrelations
are the same.!3

ber of parameters estimated in the filter (if the series is
filtered). The modified Q-statistic, which is defined as

k
MQ(k) = Z (r#/(N = D)YN(N + 2))

where N is the number of observations in the series being
autocorrelated and r; is the i* autocorrelation, is discussed in
Ljung-Box (1976, p. 26).

13 The autocorrelations can be compared via inspection of
the position and significance of the spikes or by the use of a
test statistic. If r; and a; are corresponding elements of two
autocorrelation functions, the statistic

h(i) = (a; — 1)/ (va + v;)

is distributed as a chi-square statistic of degrees of freedom 1
where v, and v, are the variance of g; and r;. Since the sum of
two chi-square statistics with degrees of freedom f; and f; has
a chi-square distribution with degrees of freedom f; + f;
(Brownlee, 1965, p. 84), it is possible to test k pairs of au-
tocorrelations at one time with the chi-square statistic H(k)
where

k
H(k) = Z h(i).

The variance of each element of the autocorrelation function
has been calculated using Bartlett’s formula (Box and Jen-
kins, 1976, p. 177)

v, = (1/N,) ( 1.0+ 2 (i a,f))
=

where N, = number of data points in series a. Work on
refinements of the H-statistic is currently under way. An
unresolved question is whether one should test all autocorre-
lation coefficients, only those autocorrelation coefficients
that are significant to some specified level or some other
subset such as individual elements. Assuming an appropri-
ately constructed H-statistic, a significant H-statistic indi-
cates that the two vectors of autocorrelations are not similar.
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If the autocorrelations of the not completely
prewhitened y series are similar to the autocorre-
lations of either of the vectors of cross correla-
tions, then proposition b requires that we refrain
from giving cross correlations in that vector an
economic interpretation. In summary, in order
for us to argue that x,_, is significantly correlated
with y,, two conditions must be met. First, there
must be a spike in the cross correlation vector at
lag k at least equal to two standard deviations and
second, the autocorrelations of the not com-
pletely prewhitened series (y;) must not be simi-
lar to the autocorrelations of the cross correla-
tions of filtered y, on prewhitened x,. In our view
as long as proper diagnostic tests are used (and
these tests can also be used in transfer function
estimation),’# the one filter cross-correlation
procedure is a suitable way to search for the
dynamics of a relationship (or the lack of a rela-
tionship) between any two series. To support this
view we present in a later section results ob-
tained using this technique and results obtained
using a transfer function model between x; and y,
so that a comparison between them can be made.

D. Problems of Independence Testing

The seminal article by Granger (1969) concern-
ing the necessary and sufficient conditions for the
various causal relationships that may exist be-
tween x and y led to the development of a number
of statistical procedures intended to test Granger
causality formally. In this section we relate these

14 The diagnostic testing procedure described above has
applications both to the interpretation of one filter cross cor-
relations and to transfer functions. Consider the following
problem in transfer function estimation. The experimenter
has made a preliminary determination of the form of the
transfer function using either the one or two filter method
(Box and Jenkins, 1976, ch. 11 and Granger and Newbold,
1977, ch. 7) and notes after estimation that there are spikes in
the autocorrelation of the residual, suggesting that the noise
model may have to be changed, and that there are also spikes
in the cross correlations of the residual and the prewhitened
input, suggesting that the input model formulation may have
to be changed. What makes such a situation confusing is that
since the residual is not clean (prewhitened) it is possible that
spikes seen in the cross correlations are spurious, having
occurred via the mechanism described in proposition b. Un-
less the possibility that these cross correlation spikes are
spurious is tested using the diagnostic procedure described
above, the experimenter may try to remove them by changing
the transfer function input specification when they are actu-
ally spurious and would disappear if the noise model were
correct. Testing with the suggested diagnostic procedure
would streamline the transfer function estimation process and
reduce the number of false tries to remove ‘‘spikes.”
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procedures to the one filter technique and discuss
some difficulties that have arisen concerning
them.

In a very provocative article, Sims (1972) sug-
gested that a test for Granger causality could be
performed if one calculated an OLS regression
on data filtered with the same filter where future,
present and past values of x are regressed on y
and the filter has been chosen to prewhiten the
error term. According to Sims, significance on
the future value of x would suggest ‘‘feedback’’
of y on x and would imply that x is not exoge-
nous, while significance on lagged values of x
would suggest that x causes y. Recently, how-
ever, Pierce and Haugh (1977) showed there is a
substantial possibility that this procedure will in-
dicate causality where none exists because Sims
corrected only for serial correlation of the re-
siduals and the right hand variables in his regres-
sion would most likely not be prewhitened by the
same filter that was selected to prewhiten the
residual.!’> Another weakness of the Sims proce-
dure for our purposes is that since it is a test for
independence, the presence of future terms on
the right hand side of the equation makes it hard
to interpret Sims’ results in an economic frame-
work, even if we ignore the estimation problems
alluded to above. In view of these difficulties and
the susceptibility of the Sims procedure to many
of the problems of the usual regression approach,
we have not pursued it further. The test for inde-
pendence that we do report and which we relate
to the one filter model identification procedure
and the transfer function approach is the Haugh
(1976), Pierce and Haugh (1977), Pierce (1977)
two filter test for independence.

Given that x and y are two economic time
series, a Box-Jenkins univariate!'® prewhitening
filter can be written as

15 Pierce and Haugh (1977, p. 279) note that Sims (1972)
selected his filter so that the residuals of his equation were
uncorrelated. They note, ‘‘One suspects that in the applica-
tion of this procedure, in those cases where the prechosen
filter leaves substantial serial-correlation in the filtered series,
it is possible that causality may be believed to have been
found where it does not exist. That this may have occurred in
the case of money and income, the principal focus of this
study by Sims (1972), is suggested by the findings of Feige
and Pearce (1976).” Additional discussion of this point is
given in Feige and Pearce (1979).

16 For a discussion of Box-Jenkins prewhitening filters, see
Box and Jenkins (1976) and Nelson (1973).
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Az(B)

xt = TB)Xt (2)
and
Y= gg)) Ve 3

where U, and U,, are the resulting prewhitened
series and A,(B)/0.(B) and A,(B)/6,(B) are the
ratios of autoregressive (AR) and moving aver-
age (MR) polynomials in B of order p and q.'7 If
the two prewhitened series, U,, and U,, are
cross correlated it is possible to identify the rela-
tionship

_ o'(B)
Uy = 5B

from which the basic relationship between the
two raw series can be derived by substituting in
for the two filtered series!®

6,(B) A.(B) w'(B)
A\(B)  6.(B) 8'(B)

While one advantage of cross correlating two
prewhitened series to identify w'(B)/8'(B) is that
the complete prewhitening of both series leaves
no possibility of spurious cross correlations,
there are two serious problems with this tech-
nique. The first, discussed by Sims (1977), is that
cross correlations obtained by the two filter pro-
cedure are biased in favor of not finding a rela-
tionship between x and y, while the second, and
related problem is that the Haugh (1976)
S-statistic (or modified S-statistic) does not al-
ways have an unambiguous interpretation when
used in causality tests. We will discuss the nature
of these problems in detail below.

Sims’ argument is that since w'(B)/8'(B) is
estimated conditional on the estimation of the
prewhitening filters 6,(B)/\,(B) and 6,.(B)/\.(B)
only in the case where all other variables affect-
ing Y are not correlated with X will »'(B)/8'(B)
be an unbiased estimate of the true relationship.

If, instead of using two filters, the same filter
(i.e., the one filter technique) were used for both
series, then 6,(B) = 6,(B) and A,(B) = \.(B).
The resulting relationship found between the two

Uy + €', (4)

(5

x; + e

¢ =

17 B is the lag operator defined such that BY, = Y, ;. In
general p, # p, and g, # q,.

18 We have ignored the specification of the noise model in
this formulation. In terms of our notation e, = 6,(B)/\,(B)
e'y.
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series w'(B)/8'(B) in this case will not be biased
as it might have been had the two filter procedure
been used, since the prewhitening filters cancel
out and estimation is no longer conditional as
with the two filter procedure.!® An additional
advantage is that this relationship can be inter-
preted directly.

The bias of the two filter procedure is down-
ward. Therefore if lack of independence is found
it is possible to assert at least for the given
confidence level that the series are not indepen-
dent because our test is biased against such a
finding.2? The downward bias of the test makes it
impossible to conclude that the two series are
independent because no matter how small the
cross correlations are, it is not possible to accept
the null hypothesis of independence.

The second and related problem with the two
filter procedure concerns the interpretation of the
suggested test statistic to be used for the test for
independence. Haugh (1976) proposed the use of
the modified S-statistic (MS), distributed as a
chi-square with 2M+1 degrees of freedom:

M riz(k)?
MS =N 2 TWN- D

(6)
where N is the number of observations used to
form the cross correlations, M is the number of
lags in each cross-correlation vector and ry,(k) is
the cross correlation between series 1 and series
2 lagged k periods. Instead of using the Haugh
statistic on both vectors of the cross correlations
at once to test for independence as suggested by
Haugh, Pierce (1977) calculated his statistic on
one side only (using only one cross-correlation
vector) to test for the various causal relation-
ships defined by Granger (1969).

Such a procedure has been criticized on the
ground that the distribution of r;,(k) depends on
non-zero population cross correlations even
when such non-zero population cross correla-
tions occur only at lags different from the sample
cross correlations used in the calculation of the

19 By using this procedure, we have not ‘‘added’’ anything
to the relationship between the two series and have taken out
only the trends and seasonality common to both.

20 Defining omitted variables as having the form c¢(B)x,,
Sims (1977) notes, ‘“‘Anyone versed in the theory of least-
squares regression will recognize this as involving a bias in
favor of the null hypothesis, except in the special case when
the omitted variables are uncorrelated with the included vari-
ables.”
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modified S-statistic. If this problem is present,
the standard errors of the sample cross correla-
tions may be inflated (Pierce and Haugh, 1977).
The implication of this second problem is that
applying the modified S-statistic in one sided
tests for causality using the two filter method
may yield results whose interpretation is not
clear. In our results for the two filter method,
listed in table 4, we have reported tests for in-
dependence which must be considered bearing
the above limitation in mind, and we have re-
ported tests for one way causality and feedback
only for illustrative purposes and for comparison
with results obtained using transfer function
methods.

Employing a similar technique, Granger (1973)
attempted tests for causality using regression
models that contained data prewhitened with
ARIMA models such as (2) and (3). Because
such a procedure suffers from exactly the same
features and limitations as the Haugh two filter
cross correlation procedure, we have not
explored it here.?!

Pierce and Haugh (1977) propose as a solution
the estimation, using maximum likelihood tech-
niques (Box-Jenkins, 1976), of a transfer func-
tion model where ‘‘there do exist distributional
results for auto and cross correlations of the re-
siduals of fitted (one-sided) dynamic regression
models of the form:

Y, = 7(B)x; + £(B)e; @)

where ¢, is white noise independent of x,.”” If this
procedure is used, the appropriate test of the
correct dynamic functional form of the model
7(B) can be performed (if the noise model is
correct) by cross correlating the prewhitened re-
sidual with the prewhitened input U,, (obtained
from equation (2)).22

21 For a detailed discussion of these topics as well as cau-
sality testing in general, see Pierce and Haugh (1977, pp.
283-287).

22 pierce and Haugh (1977, p. 284) note, ‘‘The asymptotic
distribution of these residual cross correlations is known
(Haugh (1972), Pierce (1972)), and is such that only a
degree-of-freedom correction need be made in the x?* statis-
tic.”” The degrees of freedom for the modified S-statistic
calculated for M terms relating the residual to lags of the
prewhitened input is M — g where q is the number of param-
eters estimated in the transfer function input model. The
degrees of freedom for the same statistic calculated for M
terms relating the prewhitened input to lags of the residual (to
test for feedback) is M.
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E. The Transfer Function Approach

Equation (7) is equivalent to a model of the
form of (1) with the addition of a noise model
&(B). Equation (7) can be estimated?? using a
more parsimonious parameterization if we ex-
press 7(B) and &(B) as ratios of two polynomials
in B as shown in (8):

w(B) 0(B)

+ .
5B) " B
Assuming y; is the commercial paper interest rate

and x, is the nominal money supply (M2), it is
possible to reparameterize equation (8) as

(8)

e =

Ye = (;)*((B)) Xt :;)**(B) (1 = B)x,
 9(B) ,
oB) )

Note that equation (9) also requires the assump-
tion that changes in the money supply ((1 — B)x;)
are sufficiently unrelated to the level of the
money supply (x;) to identify each distinct
term.2¢ In this case w*(B)/6*(B) may be said to
represent the liquidity effect and w**(B)/8**(B)
the income effect.?’ Because it is difficult to es-
timate the functional form of equation (9), we
may wish to use the functional form of (8) so that
the estimated ratio of polynomials w(B)/8(B) is

w(B) _ w*(B) 8**(B) + 8*(B) **(B)(1 — B)
8(B) 8*(B) 8**(B)

(10)

or is a combination of both the income and the
liquidity effects.

Because a transfer function model of the form
of (8) captures these two effects only in combina-
tion as shown above, an important difference
between this method and the one filter technique
should be clear. When the one filter technique is

23 Methods of transfer function model identification are not
discussed in this paper. One filter procedures are discussed in
Box and Jenkins (1976, chs. 10 and 11); two filter procedures
are discussed in Box and Haugh (1977) and Granger and
Newbold (1977). -

24 In the period investigated here the correlation between
M2 and (1 — B)M2 is 0.79979 and the correlation between
M2/P and (M2/P)(1 — B) is 0.21819. Unless the two inputs in
equation (9) are themselves unrelated, the order in which the
two input models are identified will influence their functional
form but not the predictive power of the equation.

25 All other influences on the interest rate are captured in
the noise model.
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used to estimate cross correlations between y;,
and x; and between y, and (1 — B)x;, it is possible
to obtain separate measures of each of the two
effects (depending on the degree of collinearity
between the level of money and the first differ-
ence of money). In summary, we have shown
how the one filter cross-correlation technique
may be used to estimate the discrete effects that
are captured together in a transfer function of the
form of equation (8). As noted earlier, however,
the transfer function is the most appropriate
technique to test for independence and/or causal-
ity. For this reason a comparison of our transfer
function results with those obtained using the
two filter Haugh-Pierce independence testing
method and the one filter cross-correlation pro-
cedure (with diagnostic testing) is advisable.
Our final step is to show how findings from the
one filter cross-correlation procedure, transfer
function procedure and regression approach are
related. Although there are statistical advantages
to estimating a model like (1) as a ratio of
polynomials (as in (8)) to make such results di-
rectly comparable to the lag structure obtained
by the regression approach of Gibson, Cagan and
others, we must express w(B)/8(B) as follows:26

w(B)/8(B) = V(B) = vy + v;B + v,B?
+ 'U3B3 + ...+ kak.
(11)

If, for example, x, influences y, with a lag of 16
months and x; is autocorrelated, results obtained
with the one filter cross correlation procedure
will show a spike only at the 16" period while,
because of the autocorrelation of the x, series,
the impulse response weights (V(B)) will show a
distribution of higher values around the 16 lag
that will be similar to the regression coefficients
obtained by Gibson.2?

F. The Results

Prewhitening ARIMA models (reported in
table 1) have been estimated using real M2, nom-
inal M2, the commercial paper interest rate and
percentage changes of these variables. Inspec-
tion of the individual autocorrelations of the re-

26 V(B) is equivalent to 7(B) in equation (7) and is the input
response weights vector. See Box and Jenkins (1976, chs. 10
and 11).

27 We appreciate the advice of Professor Philip Cagan
concerning the need for a discussion of the different ap-
proaches to the estimation problem.
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TABLE 1.—ESTIMATED MONTHLY PREWHITENING MODELS, 194711-1978I1

Real M2 Not Seasonally Adjusted
(1 — B)*(M2/P),= (1 — .52399B — .11366B2 — .08189B" — .11434B%)(1 — .14935B'%) u,
(10.08) (2.19) (2.00) 2.77) (2.76)
RSS = .055586 RSE = .012341 MQ(24) = 18.974

Nominal M2 Not Seasonally Adjusted
(1 + .46005B + .45503B%)(1 — B)*M2,= (1 — .16193B* — .13687B* — .29612B7) u,
(-8.77) (—8.29) (2.74) (2.61) (5.66)
RSS = 429.23 RSE = 1.0874 MQ(24) = 23.930

Commercial Paper Interest Rate 4—-6 Months Not Seasonally Adjusted
(1 — .54743B)(1 — .27904B'2)(1 — B)CPI, = (1 — .14648B* — .23717B°® — .15967B" — .25687B") u,
(11.08) (5.22) (2.81) (4.78) (3.28) (5.06)
RSS = 20.469 RSE = .24115 MQ(24) = 26.824

Percentage Change in Real M2 Not Seasonally Adjusted
(1 = B)PCRM2, = (1 — .58947B — .10965B% — .14717B%) u,
(11.51) (2.03) (3.51)
RSS = .0065424 RSE = .0042164 MQ(24) = 28.093

Percentage Change in Nominal M2 Not Seasonally Adjusted
(1 — B)PCM2, = (1 — .52569B — .15714B> — .21841B") u,
(10.53) (3.14) (5.80)
RSS = .0024893 RSE = .0026008 MQ(24) = 17.234

Percentage Change Commercial Paper Interest Rate 4—-6 Months Not Seasonally Adjusted
PCCPI = (1 + .51849B — .13889B% — .15971B7 — .13576B" — .11325B" — .20302B'° — .14113B* — .13730B%2) u, + .0069969
(=12.01) (2.77) (3.18) (3.11) (2.22) (3.53) (2.59) (2.92) (5.00)
RSS = .93129 RSE = .050651 MQ(24) = 22.693

Note: For data sources see text. t-statistics listed under coefficients. MQ(24) is the modified Q-statistic (Ljung and Box, 1976) for the first 24 autocorrelations of the

residual. The appropriate degrees of freedom for MQ(24) is 24 — k where k is the number of estimated coefficients in the model. RSS is the residual sum of squares and
RSE is the residual standard error. All models have been estimated using techniques suggested by Box and Jenkins (1976).

siduals as well as the modified Box-Pierce statis-
tics indicates that these filters reduce their re-
spective series to white noise.

Evidence for the liquidity effect obtained by
applying the one filter cross-correlation tech-
nique to both the real and the nominal money
stock is reported in table 2. As theory predicts,
this evidence indicates a significant negative cor-
relation in the zero period (of —0.125 and
—0.130, respectively). Inspection of the diagnos-
tic tests suggests that the only other significant
spike at lag 7 (between the percentage change in
the commercial paper interest rate and lags of the
percentage change in real balances) is spurious.2?

Evidence for the income effect is given in table
3. In the case of the nominal money supply, we
find a spike at lag 16 (also found later in the

28 The statistic #(7), which tests whether there is a sig-
nificant difference between the autocorrelations —0.15 and
—0.18, was found to be 0.02769, which is not significant. The
value of this statistic suggests that the spike at lag 7 (0.115) is
most likely an echo of other information in the vector (possi-
bly the significantly negative coefficient —0.125 at lag 0).

transfer function results) which is consistent with
the suggestion of Friedman (1961) that the effect
of a change in the nominal money supply is to
increase interest rates 16 months later. This
finding is confirmed by diagnostic checking. The
feedback of interest rates on the nominal money
stock, which indicates that a rise in the interest
rate will slow the rate of change of the nominal
money stock several periods later, cannot be re-
jected by diagnostic tests although it is not of the
expected sign. Perhaps it reflects a switch out of
M2 and into other monetary assets.

Evidence for the income effect using real bal-
ances indicates a slightly longer lag structure
than that found using nominal balances.?® The

29 One difference observed is that for real balances there
appear to be significant correlations between the level of
interest rates and lags in the change in real balances at 0 to 3,
while in the case of nominal balances there is a significant
correlation only at lag 0. The very low values of the statistics
h(1), h(2) and h(3) (0.08247, 0.002155, and 0.02623, respec-
tively) suggest that the spikes at lags 1 to 3 are spurious.
Visual inspection of the two vectors confirms: this view.
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TABLE 2.—TEsT oF LiQuipiTy EFFECT, 194711;197811

Series 1—Percentage Change in Real Balances
Series 2—Percentage Change in Commercial Paper Interest Rate 4—-6 Months

Cross Correlations of Data Filtered with Series 1’s Filter

Series 2 on Lags of Series 1 Series 1 on Lags of Series 2

Lag 0 -.125 Lag 0 -.125
1 -.003 1 —.046
2 .029 2 —-.047
3 .023 3 -.073
4 .074 4 —.040
5 -.001 5 —.060
6 .050 6 —.057
7 115 7 -.021
8 .031 8 -.016
9 -—.034 9 -—.044
10 .029 10 .034
11 .001 11 .012
12 .036 12 —.068
13 .055 13 -.072
14 .074 14 .042
15 .006 15 -—.046
16 .069 16 .068
17 —-.007 17 046
18 —.065 18 —-.074
19 103 19 022
20 025 20 —.042
21 —-.017 21 -.036
22 —.011 22 058
23 .072 23 .008
24 .060 SE = .051917 24 .040

Diagnostic Checking
Autocorrelations of Series 2 Which Has Been Filtered by the Series 1 Filter Lag
Lag
1-12 19 —-.14 -.01 —-.05 —-.05 -.09 —-.15 -.06 .05 .00 .04 11
13-24 -.02 -.07 05 —-.03 —-.06 —.08 —.14 -.04 01 -.11 .06 .11 MQ(24) = 67.39

Autocorrelations of Cross Correlations of Series 2 on Lags of Series 1

Lag
1-12 A7 =28 -.17 .01 .24 32 -.18 -.19 .26 .21 07 -.02
13-24 -.19 -.23 30 .11 .02 -07 -20 —-.06 .18 —.05 —.16 —.06 MQ(24) = 59.15

Autocorrelations of Cross Correlations of Series 1 on Lags of Series 2

Lag
1-12 .20 .07 17 —.18 .15 .22 .03 12 .16 .10 —.05 .08
13-24 —-.01 -.21 .18 =03 -.10 .19 -.18 -.01 09 —-.16 —-.10 —.11 MQ(24) = 33.24

Series 1—Percentage Change in Nominal Balances
Series 2—Percentage Change in Commercial Paper Interest Rate 4-6 Months

Cross Correlations of Data Filtered with Series 1’s Filter

Series 2 on Lags of Series 1 Series 1 on Lags of Series 2

Lag 0 -.130 Lag 0 -.130
1 .047 1 —.062

2 .060 2 -.093

3 .098 3 —-.093

4 .097 4 —.043

5 .018 5 .017

[3 .093 6 —.046

7 .033 7 .078

8 —.013 8 —-.023

9 —.082 9 —.060

10 .014 10 .092

11 .039 11 -.055

12 -.009 12 —-.076

13 .059 13 —.044

14 .055 14 .085

15 -.003 15 -.028
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TABLE 2.—(Continued)

16 .104 16 .047
17 —.061 17 .007
18 -.029 18 —.071
19 .049 19 .037
20 —.006 20 —.075
21 —.045 21 -.074
22 —.040 22 134
23 .106 23 .081
24 —-.097 SE = .051917 24 .031

Diagnostic Checking
Autocorrelations of Series 2 Which Has Been Filtered by the Series 1 Filter
Lag
1-12 15 —.14 —-.02 —-.08 -.22 -.20 -.01 .05 .09 .02 .04 .09
13-24 —.04 -—.08 .04 01 -.03 —-.07 —-.11 -.03 -.02 -.12 .08 .12 MQ(24) = 86.37
Autocorrelations of Cross Correlations of Series 2 on Lags of Series 1
Lag
1-12 .04 —-.03 —-.04 —-.06 —.12 —-.04 .10 —.04 13 .11 .02 .08
13-24 05 —.12 12 —-.09 11 —-.17 —-.08 -—.06 .03 11 .00 .04 MQ(24) = 14.18
Autocorrelations of Cross Correlations of Series 1 on Lags of Series 1
Lag
1-12 12 -.03 08 —-.26 -—.17 .04 -.07 .10 42 —-.02 -.10 .14
13-24 —-.18 -.20 A2 —-.10 .05 25 —.04 —-.03 04 —.26 —.11 —.04 MQO(24) = 49.69

Note: For a discussion of data sources and the methods of analysis, see text. Only 25 of 55 cross correlations have been reported. In the calculation of the
autocorrelations of the cross correlations the complete set of 55 has been used. For a discussion of the filters used, see table 1 and text.

TABLE 3.—TEST OF INCOME EFFECT 1947II-1978I1

Series 1—Change of Real Balances
Series 2—Level of Commercial Paper Interest Rate 4-6 Months

Cross Correlations of Data Filtered with Series 1’s Filter

Series 2 on Lags of Series 1 Series 1 on Lags of Series 2

Lag 0 —.232 Lag 0 —.232
1 -.213 1 -.153
2 —.136 2 —.136
3 —.113 3 —-.078
4 —.054 4 .012
5 -.037 5 .041
6 —.035 6 .050
7 .015 7 .035
8 .030 8 .013
9 -.052 9 011
10 -.052 10 —.012
11 -.051 11 -.070
12 —.028 12 -.060
13 -.029 13 .006
14 .023 14 .036
15 .049 15 .024
16 073 16 .065
17 .107 17 .035
18 .061 18 .023
19 121 19 .043
20 .129 20 —-.019
21 .052 21 .007
22 .045 22 .006
23 .054 23 —.045
24 .027 SE = .051988 24 —.025

Diagnostic Checking
Autocorrelations of Series 2 Which Has Been Filtered by the Series 1 Filter

Lag
1-12 .81 .55 .36 .15 —-.06 —.20 —.18 —.07 .03 .13 .25 .32 '
13-24 22 08 —-.02 —-.17 —-.30 —.40 —-.42 -—-.34 -.23 -.12 .02 .11 MQ(24) = 794.99
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TABLE 3.—(Continued)

Autocorrelations of Cross Correlations of Series 2 on Lags of Series 1

Lag

1-12 77 .54 .40 .24 .14 .07 —-.02 .00
13-24 -.01 -.08 -.09 -.17 —-.22 —-.25 —-.32 -.25

.09 11 12 .08
-.12 -.08 -.02 .05 MQ(24) = 100.11

Autocorrelations of Cross Correlations of Series 1 on Lags of Series 2

Lag

1-12 .65 33 05 -.22 -32 -.33 -.22 -.02
13-24 .06 —-.09 -.15 -.26 -.23 -.19 -.18 .01

15 .25 31 .25
12 .19 .23 .15 MQ(24) = 103.09

Series 1—Change in Nominal Balances
Series 2—Level of Commercial Paper Interest Rate 4—-6 Months

Cross Correlations of Data Filtered with Series 1’s Filter

Series 2 on Lags of Series 1

Series 1 on Lags of Series 2

Lag 0 -.169 Lag 0 -.169
1 —-.094 1 -.127
2 —.073 2 —-.126
3 -.014 3 —-.088
4 .022 4 -.033
5 -.010 5 .034
6 —.013 6 .031
7 —-.021 7 .028
8 —.005 8 —.044
9 —.063 9 .019
10 —.067 10 .012
11 -.018 11 -.051
12 .005 12 -.052
13 .045 13 —.043
14 .048 14 .025
15 .071 15 —-.054
16 137 16 —.021
17 .071 17 —.048
18 .080 18 -.074
19 .086 19 -.063
20 .084 20 —.118
21 .036 21 -.035
22 .003 22 .015
23 .077 23 —.075
24 .021 SE = .052129 24 —.083

Diagnostic Checking

Autocorrelations of Series 2 Which Has Been Filtered by the Series 1 Filter

Lag

1-12 .84 .67 .54 .42 .28 .17 18 .17
13-24 .06 —-.02. —-.08 —.17 -.25 -.32 -.36 —.36

.16 .16 .18 .16
—-.34 —-30 -.26 —.24 MQ(24) = 1018.2

Autocorrelations of Cross Correlations of Series 2 on Lags of Series 1

Lag

1-12 72 .52 42 .35 27 18 18 .10
13-24 —-.14 —-.13 —-.09 -.18 -.16 —.20 —-.23 —-.24

.07 11 .08 —.03
—-.15 —.08 —.15 -.13 MQ(24) = 110.55

Autocorrelations of Cross Correlations of Series 1 on Lags of Series 2

Lag

1-12 72 .55 .45 .41 .35 .24 .28 .33
13-24 .13 .01 .09 .07 .09 .00 —.07 -.02

.27 .24 .22 .23
—.03 —.04 —.04 —.08 MQ(24) = 129.71

Note: For a discussion of data sources and the methods of analysis, see text. Only 25 of 55 cross correlations have been reported. In the calculation of the
autocorrelations of the cross correlations the complete set of 55 has been used. For a discussion of the filters used, see table 1 and text.

same negative feedback found with nominal bal-
ances is found with real balances and may reflect
the way in which a rise in expected prices causes
(i.e., Fisher effect) increases in the interest rate
with subsequent increases in prices lowering real
balances.

The results of the Haugh-Pierce two filter test
for independence for various specifications of the
monetary aggregates and interest rates are given
in table 4. Except for the modified S-statistic for
the percentage change in real M2 and the per-
centage change in the commercial paper interest
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TABLE 4.—HAUGH-PIERCE x? TEST FOR INDEPENDENCE
(both series filtered by their respective filters from table 1)

CPI — M2/P CPI—- M2 CPI- PCRM2 CPI-PCM2 PCCPI—- PCRM2 PCCPI—- PCM2

Cauéality plus

Instantaneous
Causality
DF 25 43.122 46.122 37.002 41.632 32.72 24.01
DF 37 58.622 74.922 53.79¢ . 69.367 46.18 51.79
DF 55 96.882 110.472 86.422 109.442 67.99 73.812
Feedback -
DF 24 42.532 66.072 33.05 42.502 29.30 43.502
DF 36 56.36 89.842 42.98 53.732 35.45 52.772
DF 54 63.31 114.90? 46.33 62.47 41.62 60.96
Independence
DF 49 85.662 112.192 70.052 84.122 62.01 67.502
DF 73 114.982 164.772 96.77% 123.092 81.63 104.562
DF 109 160.182 225.372 132.752 171.922 109.61 134.772

Note: CPI = commercial paper interest rate.
PCCPI = percent change commercial paper interest rate.
M2/P = Real M2.
M2 = Nominal M2.
PCRM?2 = percentage change real M2.
PCM2 = percentage change M2.

All statistics reported are the Haugh modified S-statistic (Haugh, 1976, p. 383). The exact distribution of the S-statistic is known only for tests for independence (Pierce
and Haugh, 1977, p. 284). Pierce (1977, p. 15) indicated that causality tests and feedback tests using the two filter method and the S-statistic underestimate significance if
some significant cross correlations are not in the test statistic. The reported results must be interpreted with this limitation in mind. The independence tests can be
interpreted directly, although the conditional estimation bias discussed in the text still applies. For further discussion of the results, see the text.

@ Significant at the 95% level or better.

TABLE 5.—TRANSFER FUNCTIONS RELATING THE COMMERCIAL PAPER INTEREST RATE TO REAL M2 AND
NoMINAL M2 IN THE PERIOD 194711-1978I1
Real M2 Equation

(1 = B)CPI, =(—2.6673 + 2.6595B" — 1.3607B° + 2.8204B' + 2.2869B'%)(1 — B)*(1 — .95536B)"'M2/P, + (1 — .13791B*
2

(—2.80) (—2.62) (1.43)  (—3.00) (2.49) (46.02) (2.57)
— .32174B°% — .25356B7)(1 + .28915B'2)(1 — .49543B) e,
(6.08) (5.14) (—5.03) (9.53)

RSS = 19.475 RSE = .23968

Residual Diagnostic Check MQ(24) = 26.19 (no significant spikes remaining)

MSL(37) = 39.36 MSR(36) = 52.12 MSB(73) = 91.483

No significant spikes were observed between cross correlations of the residual and lags of prewhitened (M2/P). Three

significant spikes were observed for cross correlations between prewhitened M2 and lags of the residual at 2, 3 and 11 of
—0.149, —0.124 and —0.111, respectively.

Model Implied

Lag Impulse Response Weights Cumulative Effect
0 —2.667 —2.667
1 —2.548 —5.215
2 —2.435 —7.650

-3 —2.326 -9.976
4 -2.222 —12.198
5 -2.123 —14.321
6 —2.028 —16.349
7 0.722 —15.627
8 0.690 —14.937
9 -0.702 —15.639

10 —0.670 —16.309
11 —0.640 —16.949
12 —0.612 —17.561
13 —0.585 —18.146
14 2.262 —15.884
15 2.161 —13.723
16 2.064 —11.659
17 1.972 —9.687
18 1.884 —7.803

19 4.087 -3.716
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TABLE 5.—(Continued)

546
20 3.905
21 3.730
22 3.564
23 3.405
24 3.253

0.189
3.919
7.483
10.888
14.141

Nominal M2 Equation

(1 - B)CPI, = (—.029055 + .040543B° + .04010B* — .030707B° + .031577B¢ + .010846B%) % (1 — .62873B)~!

(—4.38) (-4.14)  (-3.89)
(1 - .82205B2)~'(1 — B)*M2,

(3.08)

(—2.28)

(-1.21) (5.64)

(15.80)
+ (1 — .23012B* — .26404B° — .23256B' — .15066B2°)(1 — .59807B)~'(1 — .14054B2)"! ¢,

(4.35)
RSE = .23266

(4.84) (4.18)

RSS = 17.321

(2.70).

(11.78) (22.43)

Residual Diagnostic Check MQ(24) = 28.184 (no significant spikes remaining)

MSL(37) = 50.60 MSR(36) = 83.188

MSB(73) = 133.79

No significant spikes were observed between cross correlations of residual and lags of prewhitened M2 except a 0.116 at lag 12
which could not be removed by alternative model specifications that on balance were worse than the present specification.
Two significant spikes were observed for cross correlations between prewhitened (M2/P) and lags of the residual at 2 and 4 of

-—0.141 and —0.142, respectively.
Model Implied

Lag Impulse Response Weights Cumulative Effect
0 —-3.416 —3.416
1 —2.148 —5.564
2 —1.350 -6.914
3 3.909 —-3.005
4 7.161 4.155
5 4.508 8.663
6 2.829 11.492
7 1.784 13.276
8 1.115 14.392
9 —2.899 11.492

10 —1.819 9.673
11 —1.150 8.522
12 —3.522 5.001
13 -2.219 2.782
14 -1.397 1.385
15 3.040 4.425
16 9.485 13.910
17 5.963 19.873
18 3.745 23.618
19 2.359 25.978
20 1.479 27.457
21 —2.031 25.416
22 —1.280 24.146
23 0.470 24.616
24 —2.007 22.609

Note: For data sources see text. t-statistics listed under coefficients. MQ(24) is the modified Q-statistic (Ljung and Box, 1976) for the first 24 autocorrelations,
MSL(37) is the modified S-statistic (Haugh, 1976, p. 383) for 37 cross correlations on the left hand side. The cumulative effect is the sum of the impulse response

weights. For further discussion of the method, see text.

rate (which is, however, very close to sig-
nificance), all other independence tests allow us
to reject the hypothesis of independence even
with a test that is biased against such a finding.
While these results may appear to conflict with
the work of Pierce (1977), who reports that he
was unable to reject the null hypothesis of inde-
pendence between demand deposits and the trea-
sury bill rate and between time deposits and the

treasury bill rate, our results are consistent with
Pierce’s findings that demand deposits are not
independent of the federal funds rate and that
currency is not independent of the treasury bill
rate. As noted earlier, our two filter results for
feedback and causality should be interpreted
with caution because of a possible downward
bias in the modified S-statistic, but the significant
results obtained are consistent with our more
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specific tests of the hypothesis using the one filter
procedure.

Results of estimation of the transfer function
models are given in table 5. We have calculated
the impulse response weights (the V(B) series in
equation (11)) and the cumulative effect (the sum
of the V(B) weights) and, in the case of the M2
results, have scaled the V(B) vector to make it
comparable with the weights obtained for real
M2.30

In contrast to the findings obtained using the
cross-correlation procedure, the V(B) weights
obtained using transfer functions indicate
smoother transitions between effects, transitions
that are similar to those obtained by Gibson and
others using regression analysis. Our results for
nominal M2 suggest that after an increase in the
money supply the interest rate declines for three
periods. Note that the 16 month lag in the posi-
tive relationship between money and interest
rates found with the one filter method is also
found with the transfer function approach. Like-
wise the transfer function results for real M2
support the somewhat longer lags found in the
cross-correlation results for real M2. Further-
more, the lag 7 spike that we rejected using our
diagnostic tests for the real money stock does not
appear in the transfer function model, indicating
that use of our diagnostic procedure enabled us
to detect correctly a spurious result.3!

The modified S-statistic was applied to the re-
sidual and lags of the prewhitened input (MSL)
and to the prewhitened input and lags of the
residual (MSR). Since MSR is significant (52.12
and 83.188) and there are spikes on the right hand
side, we conclude that the feedback found with
the cross correlation procedure is not spurious.
MSL for real balances (39.36) is not significant,
indicating that the transfer function model for
these series is appropriate.3?

30 The ratio of the means of M2 to M2/P is 117.386. Hence
all the V(B) weights calculated for the transfer function for
M2 have been multiplied by the scalar 117.386.

31 Since the one filter method of cross correlation is one of
the ways that a transfer function model can be identified, it is
not surprising that these results are similar. What we wish to
emphasize is that with the proposed diagnostic test it is possi-
ble to detect and, therefore, to disregard spurious cross corre-
lations.

32 MSL for the M2 results remains marginally significant
because of a seasonal (lag 12) spike which could not be
removed by alternative model specifications.
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III. Conclusion

We have presented a method of diagnostic test-
ing for one filter cross correlations. This method
has been related to results obtained using the two
filter cross correlation independence testing pro-
cedure and the transfer function approach. These
three methods have been applied in an examina-
tion of the relationship between nominal M2 and
the commercial paper interest rate and that be-
tween real M2 and that interest rate. The results
obtained using these three methods are consis-
tent. An advantage of using the one filter method
with appropriate diagnostic testing is that liquid-
ity and income effects can be captured sepa-
rately.
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